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Outline
* What is deep learning and why

* Basic Concepts: perceptron, model architecture, training

* DL applications in Genomics

e DL tools in Genomics
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 Foundation models

* Challenges and limitations
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What is Deep Learning

e Artificial Intelligence (Al): Any
technique that enables computers to
mimic human behavior

* Machine Learning (ML): Ability to
learning without explicitly being
programmed

* Deep Learning (DL): Extract patterns
from data using deep neural networks,
feature engineering, end to end
mechanism
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Why Now

 Big Data: the collection and
annotation of extensive training

datasets
* Hardware: GPU Eg,“_",f\"‘ :: Cup ~ GENCODE
ATLAS & Refseq | YVOVONY
* Algorithms and software: the A%y IOCZCELLXGENE
availability of toolkits IMAGENET

Keras O PyTorch

Tensor
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Basic Unit of NN: The Perceptron
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* Add non linearity to model complex real world data
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input layer

hidden layer 1 hidden layer 2

Output layer size depends on the problem definition
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Model Architecture

* Many possible model architectures

* Hybrid architecture

* Transformer becomes more popular
recently

e Generative or Discriminative
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Convolutional Neural Network (CNN)

Input image Filters Convolution Layers Pooling Feed-forward layer
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Connect patch in input layer to a single neuron in subsequent layer

Use a sliding window to define connections

Convolutional layer creates a feature map

Real models have multiple rounds of convolution+pooling for diverse tasks
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Recurrent Neural Networks (RNN)
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* Used to model sequence data using hidden states ht
* Hidden states are a function of previous hidden states and the input at t
* May have vanishing gradients issue (LSTM etc)
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Variational Autoencoder (VAE)

 Compress data into a set of
latent features of lower D
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* Self supervised

RN
NN
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* Interpret hidden latent variables 47 \\;,‘{\\\\:

* Generate new examples
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Model Training and Loss Function

PT-3

* Real DL models have huge amount of
parameters that need to be learned from
training

* Loss= (actual output — predicted output)?

* This squaring not only avoids negative values —
it amplifies larger mistakes, which makes it
easier for the model to focus on correcting
them
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Squared Error
(Building Block)

Squared difference
between predicted and
actual values

° Conceptual basis for
other cost functions
Rarely used on its own

Simple to compute

Sensitive to outliers

Often a starting point for
understanding error

MEAN SQUARED
ERROR

(Regression standard)

Average of squared errors
across all samples

° Predicting continuous
values
° Measuring average model

performance

Penalizes large errors more

Smooths small errors

Easy to differentiate

SQUARED ERROR

Square root of MSE, gives
error in same unit as

ROOT MEAN
(Cla

(Error in real units)

pro
target

When interpretability
matters

Same use cases as MSE,
but easier to explain

Same penalty behavior as
MSE
Better for human intuition

Used in benchmarks and
reporting

CE

CROSS-ENTROPY

Compares predicted

+ (1 —y)log(1—9))]

ssification standard)

babilities vs. actual
class labels

Binary or multi-class
classification tasks
Probabilistic outputs (e.g.,
sigmoid, softmax)

Penalizes confident wrong
guesses

Great for classification
tasks

Produces clear
probabilities

— [ytog(¥
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Training: Loss Optimization

* Find the network weights with lowest
loss: loss optimization

* (Stochastic) Gradient descent for large
datasets 1(00,0,).
1.

w

Pick a random point (initialize weights
randomly)

Compute gradient
Take a small step in the opposite direction

Update weights and back to 2 until
converge
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Application of DL in Genomics

e Sequence data: variant calling, motif Genomic data
: ) : ChlIP-
discovery, functional annotation etc AA e
. . . L. 2
* Gene expression: expression prediction, 2 / S N {5 RNA-seq
GRN inference, disease subtyping @ T iy [vetvisse
) ) _ iyt :
* Epigenomic marks: enhancer prediction,
. T . L WL o= Genomic reads/intervals
chromatic accessibility modeling etc G0 JHiE— i
. . . . . < :
* Single cell genomics: dimension reduction, cz,5,_ACGCCGTGTGT@Z”C°X‘C";SG€T“_‘;?”CG
(I

clustering, imputation etc
(— I N

e Spatial omics: segmentation

Regions of interest
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DL Workflow in Genomics

4  Curate data b select architecture, train ¢ Evaluate d Interpret
Sequence Label CNN
ACCTA 1 Predicted 0
+ —
ATCTC 1 +|1TP EN
Training
TCATT| [0 ACCTA Actual 1 o ACCTA
GAACT 0
— RNN —_— — 1
CGGAT 1 Precision = —1 0
Validation TP + FP
ACAAC 0
ACCTA Recall = —1° CCCTA
TGCTA 1 TP + FN -
Test Feature importance
AGCCC 0 @ Internal unit  © Output
Numeric representation Telenti et al 2019
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DL Application: Motif Detection w. DeepBind

MNATURE BIOTECHNOQLOGY | COMPUTATIONAL BIOLOGY | ANALYSIS oy =

HAEEH

Predicting the sequence specificities of DNA- and
RNA-binding proteins by deep learning

Babak Alipanahi, Andrew Delong, Matthew T Weirauch & Brendan J Frey

Affiliations | Contributions | Corresponding author

Mature Biotfechnoiogy 33, B31-838 (2015) | doi10.1038/nbt.3300

Feceived 28 NMovember 2014 | Accepted 25 June 20145 | Published online 27 July 2015

1. High-throughput 2. Massively parallel deep learning
experiments
Automatic model training New Prediction
motifs network
W Te
rw, VLD
e ._‘\_)
oo , ) l : DeepBind
o I / models
[P B =13 Large -scale
ChIP/CLIP data sets GPU server
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3. Community needs

I Y

Gene regulation

r g F

Precision medicine

Detect binding sites

'http://tools.genes.toronto.edu/deepbind/



DL Application: Cell Segmentation w Cellpose

* Many of the downstream analyses in R ' S
imaging spatial omics depend on the L, cellpose
ability to resolve individual cells a generalist algorithm

for cellular segmentation
-

e Cellpose, Stardist, deepcell

* Cellpose uses CNN

Add to train set and retrain Cellpose 2.0

* Cellpose2: human in the loop cellular
segmentation

. Stop f
. . . Cellpose : | Automatic | Mangal )
* Cellpose 3: denoising and restoration | 1y | "M | crnenain[ ™| woresion [ | ™%

%0
* Cellpose-SAM

Stringer et al, 2024
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DL Based Variant Calling

Pileup image evaluation

* Data visualization + image DeepVariant (cadasesic ™ i
classification R e 3 i

Plleup tensor [ More read features
l Quality scores
Bases

]
1 Reference | acgreccccanaceroarearc
Reads | ----¢ AAACGTGA=—mm——
———————CCAR GTGATG=--

e Using CNN based model — e
panecn S :
neural network

. (CNN)

Genotype
likelihoods | 0-01 0.95 0.04

v

Heterozygous variant call

CTR
I

* Tensor of (100, 221, 6)

* Can do long reads and
hybrid model

hom-ref het home-alt
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Traditional Way of Model Sharing
/ Data \ ﬁioinformatics software \

PRIDE
22, | Bioconductor

OPEN SOURCE SOFTWARE FOR BIOINFORMATICS

BIOCONDA

&

Qropean Nucleotide Archive \ /
/ Trained predictive models \

Code repository Paper supplements Author-maintained web page

Methods
, O Supporting information
\ GItHUb References /
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The Kipoi Platform (Kipoi.org):
Model Zoo for Genomics

Sharing for authors
m o Accessibility for users
Neural © | ©) K> Dissemination for journals
network : : e
el Packaging Testing Distribution Utility for funders

R Kipoi
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Main Ingredients of Kipoi Platform

trained model repository usage
train Apython (R shell $>_
R prednct
= 2=

E pandas
NumPy i N~ score variants
BIOCONDA O ==
\ g DeepSEA
; extract feature importance
y o> S O > (S
)

o% m retrain and transfer models
s @ ® ==
Fensorrion @ anm - Emm

PYTBRCH @ python

data loader

build new models
/ automated —
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Foundation models (FM)

* A large-scale model trained on vast amounts of data that can be
adapted (fine-tuned) for a wide variety of downstream tasks.

e Algorithms: mostly transformer based DL
* Business: one FM can enable multiple tasks by transfer leaning
 Computing: specialized hardware such as GPU

e Data: massive amount to data for pre-training
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The Transformer Architecture

* Based on parallel attention mechanism

e Attention mechanism: a data adaptive
component that dynamically focuses on
the relevant information in the input to
the compute the output
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e LLMs such as chatGPT

Attention is all you need, 201
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Foundation Models in Biology

High-throughput data

DNA RNA Protein Molecular Single-cell
sequence sequence seq & struct SMILES data
4 )

Foundation models:
Transformer | BERT | GPT | VAE | GAN | Diffusion

O Prediction Tasks B Generation Tasks
b | ! b | ! /
0O Genome-wide 0O RNA secondary O Protein structure O Drug molecular O Cell clustering
iant effects tructu dicti i
variant e B re prediction properties O Cell type a tion
O DNA cis-regulatory O RNA splice site O Evolution and O Drug-target -
regions prediction mutation interaction 0O Muilti-omics
int .
0O DNA methylation O RNA modification O Protein dynamics B Drug synthesis
0O Biological
O DNA-protein O ncRNA and ® Protein sequence ® Drug molecule network inference
interaction disease association generation generation
Transformer | GAN Transformer | VAE GPT | Diffusion BERT | VAE Transformer | VAE
Downstream tasks Li et al, 2024
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scGPT (Generative Pre-trained Transformer)

 Single-cell language models can be used to identify states, discover
novel cell types, infer regulation networks and integrate multi-omics
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¥ e Custarng
v e . ‘fw':-‘_-,l o e
y *Q ;i - Gfa =5
Pretrain d—" by ’aél‘ s--%i}‘:" - i
- = SN ;J:.’f % « aw ) af .'{:.;;; «a ¥
" - . % “—.“r‘
wf
K » % Got s srotaton
=
was
llllllll A i
€.° ‘ﬁ?&f‘
¢ A A
ﬁﬁv eeeeeeeee
. ¥ 90
-ine-tune i - DNA RMA  Protein 1
g % | L é < Gl G2 G3 -
. - ..r' " 2 - L ‘
w = 7
) - G1 Knockout G2 -
scGPT fine-tune Downstream tasks
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scGPT

* Pre-trained using 33M normal cells from HCA for two weeks
(100M parameters).

* Pre training is compute intensive while fine tuning is light weight

* Input: 3 sets of tokens: gene ID, expression value, condition tag
(technology, tissue type )

* Guilt by association: no causal inferences
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Challenges and Limitations

* Limited amount of well curated data for data hungry models
* “Black box” problem: difficult to interpret

* Computational resources demands

* Require expert knowledge to design and fine tune structures

e Garbage in garbage out
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